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Abstract

The increase in urban population, change in lifestyle, change in diet, as well as increase in the level of well-being and living

standards in urban communities have caused a large amount of solid waste in big cities. Currently, managing the process of solid

waste in big cities is one of the most important problems in developing countries. Most of the studies in the literature are focused

on reverse logistics for one type of product for the recovery or recycling process, and not much attention has been paid to the reuse

distribution network through charities. In this research, a framework for reusing all kinds of household appliances to reduce urban

solid waste and help low-income families is proposed. A mixed integer linear mathematical model with uncertainty in the number

of products is presented for reverse logistics network optimization. This model has been solved by used Genetic Algorithm and its

applications have been discussed. In the designed logistics network, various topics such as recycling, repair and charity centers are

considered. In order to show the performance of the presented model, a numerical example has been solved by software MATLAB.

In this example, the software MATLAB obtains the network structure at an optimal cost. The results confirm the applicability of

the model by providing a large number of second-hand products that can be transported and reused at an affordable cost.
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1 Introduction
Waste is a product that the original owners no longer need, which will either become useless or be thrown away. Improper use and inefficient

management of waste causes environmental contamination, disease transmission, high energy consumption per capita, global warming, and

more importantly, environmental instability (the cycle of returning materials to nature). Municipal solid waste is a direct and inevitable

result of urbanization and development and is considered a real environmental threat [16]. In addition, rapid urbanization, economic boom

and industrialization have caused excessive waste generation in the past decades [7]. Managing the increasing volume of household waste
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in developing Asian countries has become a difficult challenge in recent years [13].

The circular economy, which is part of sustainable development, inspires waste reduction [14]. Meanwhile, the sustainable

implementation of supply chain management can help ensure long-term environmental, social and economic benefits. For this reason, it is

necessary to design and develop planning networks and systems for municipalities and sustainable waste organizations under the influence

of this issue.

There are various definitions of reuse and other related concepts in the literature, classified by Amiri et al [3]. We refer to the definition

of the European Commission in 2010 [14]. Reuse means any operation that provides the process of exploitation of good used goods or their

used components that reach the end of their working life. Such as the reuse of goods returned to the recycling and distribution complex,

as well as the use of damaged goods after repair and restoration. Reusing defective items is preferable to recycling them. Because waste

recycling sometimes requires the consumption of energy or raw materials. Therefore, reusing this potential will increase local employment,

save resources and energy [15].

Messmann and her colleagues have studied and investigated the repair and reuse of household appliances by poor people (through

charity centers) [27]. Some goods (such as durable goods) can be used more than once. In addition, the collected goods can be reused

after some minor repairs in second-hand markets, charities or other countries. The aforementioned facts motivated us to focus on a logistics

network for the collection and repair of used goods. The main contribution of this research is the design and development of a mathematical

optimization model of a reverse logistics network to reuse all kinds of second-hand appliances in small sizes (such as electronic devices and

small tablets), medium sizes (such as gas stoves, tables and chairs) and large sizes (such as furniture, refrigerators and freezers). In fact,

some charities are stationed in places to donate these items to low-income families. For this purpose, in this research, we intend to present

a linear mixed integer two-objective optimization model. The two objective functions are one to optimize the costs of the reverse logistics

network (such as transportation and maintenance costs, etc.) and the other to optimize time. In the designed network, the second-hand

appliances are transported to the collection centers by their owners or recycling forces. In these centers, products are divided into four main

groups, including those in need of repair, recyclables, those that can be sent to charities, and waste materials [29, 31].

2 Research Background
In this section, theoretical foundations and research background are studied in two parts. In the section of theoretical foundations of research,

concepts, principles and perspectives related to research terms and variables are presented in detail. In the research background section, are

described the conducted researches along with their results.

Humanitarian logistics is a branch of relief logistics that is used in the preparedness and response phases of the crisis management

system and is generally expressed as follows: the process of planning, implementation, effective and cost-effective control of the flow and

storage of goods and materials. Also, the information related to them, from the point of origin to the point of consumption in order to reduce

the pain and suffering of the injured people, that is including a wide range of activities such as preparation, planning, provision of facilities,

transportation, storage, routing and clearance of goods from customs [8].

Altiparmak et al. consider humanitarian supply chain management to include the cohesion and cooperation of scattered and disparate

groups of experts that can guarantee the main mission of humanitarian aid [2]. People and actors in logistics and relief operations in the

humanitarian supply chain are people with different cultures, goals, interests, skills and powers. But the key players are governments, the

military, aid agencies, charities, non-profit and voluntary organizations, and the private sector [26].

Dethloff and et al. also proposed a model for creating effective disaster management, which includes five key elements in disaster

preparedness, which are human resources, knowledge management, operations and process management, financial resources, and effective

results [11]. Also, Dondo and et al. conducted a research in the field of models, solutions and enabling technologies in humanitarian

logistics in the response and reconstruction phase [12]. The management cycle of unexpected events is divided into three stages before,

during and after the event, each of these stages can be discussed and reviewed separately [17]. The pre-disaster stage includes prevention

and preparedness. Prevention means measures that reduce or prevent the risks of accidents [22]. The response phase begins immediately

after a disaster and focuses more on saving lives and preventing further damage. At this stage (during a disaster), special attention should

be paid to coordination and cooperation between all actors involved in humanitarian relief. The reconstruction stage is the last stage of

disaster management and includes helping the affected community to return to its previous state. This stage includes various operations

after the disaster, including reconstruction. Also, the purpose of the reconstruction phase is to address the problems of the injured people in
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a long-term perspective [4, 19].

Anjomshoae et al. in a research, focused on the earthquake event and were able to obtain good practical results. They published their

findings in an article [4]. In the above paper, they presented a mathematical method to optimize the reliability of the humanitarian aid supply

chain. Reliability and cost management are both important in disaster response. The aim of this research is to increase the reliability and

minimize the cost and thus optimize the performance of the humanitarian supply chain. In this research, an integrated reliability optimization

model for the relief supply chain is presented. The results of the research showed that the efficiency of crisis operations and the usefulness

of humanitarian aid in the crisis situation has increased and the total cost has decreased. They investigated the role of power in supply chain

management systems, humanitarian organizations, social and technical systems. Also in their research, they have used the theory of social

and technical systems to discover the role of power in the above issues. Their results show that local culture can regulate power relations by

identifying the interests of stakeholders and lobbying with donors for the benefit of the supply chain.

Different facility location models are used in the design of logistics networks. Usually, these models are based on mixed integer

linear programming. These models include different types of simple models such as locating facilities with unlimited capacity to more

complex models such as category models with limited capacity or multi-product models. Also, powerful algorithms based on combinatorial

optimization theory have been presented to solve these models. In the field of direct logistics network design, there is a lot of literature,

and in this section we mention some related cases. Jayarman and Pirkul in 2001 presented a mixed integer linear programming model for

a multi-product and four-tier logistics network [16]. This model is one of the few models that deals with making decisions about suppliers.

To solve the problem in this model, an innovative method based on the Lagrange method is presented. In 2005, Melachrinoudis and her

colleagues used a multi-objective methodology to redesign the warehouse network structure in order to reduce costs [26]. In this method, the

minimum and maximum values are defined for each target, and the minimum weighted sum of the deviation from these values is calculated.

In 2006, Amiri presented a mixed integer linear programming model for designing a direct logistics network in a two-tier chain with the

aim of cost minimization [3]. What distinguishes Amiri’s work from others is the removal of simplifying assumptions such as the unlimited

capacity of facilities, the fixed number of facilities, and single-capacity facilities. In 2006, Altiparmak and her colleagues presented a

multi-objective nonlinear model for the design of a four-tier supply chain network [2]. Their desired goals are to minimize the cost and

maximize the level of responsiveness to customers. The level of responsiveness to the customer means the maximum allowed delivery time

and the utilization rate of the distribution centers. Due to the complexity of the problem, it was not possible to design a suitable algorithm

to solve it. For this reason, they solved the problem by presenting a genetic algorithm.

In 2007, Lee and Dong designed and presented a model for a logistics network [22]. In the designed model, wastes are divided into

two groups of renewable products and scrap products after collection and inspection. Reclaimable products are transported to reclamation

centers and there, depending on the quality, either they are remade (repaired) and either with separation operations, their usable parts in

Product manufacturing operations are used. Scrap products are transported to recycling and destruction centers and there, depending on the

quality, either recycling operations are carried out on them to prepare raw materials, and either if recycling is not possible, safe destruction

operations are carried out on them. This network has the ability to support all kinds of industries such as electronic and digital equipment

production, vehicle production industries and other similar industries. In a direct network, goods are produced in production centers (such

as factories). Then they are transported to distribution centers or warehouses and stored there. In the next step, the goods are transported

from warehouses to consumers and delivered. However, in the reverse network, consumer goods are transferred from regions (customers)

to collection centers, and from there, after checking the quality, depending on the type of quality, they are transferred to recovery centers

or recycling and destruction centers [18]. The reclaimed goods are recirculated in the direct cycle. Thus, the investigated network will be

a closed loop logistics network. An important point that should be noted here is that in the investigated network, it is assumed that the

recovery of returned products takes place in production centers. Because the products are made in the production centers, their recovery is

also possible in the same centers. The flow in direct mode is elastic and dependent on customer demand. And in the reverse mode, it is

pressured, based on a percentage of the demand in the direct mode. This means that a fixed percentage of goods flow in the return channel,

and on average, a percentage of them are evaluated as salvageable or scrap based on quality. Among the important points in the design

of integrated logistics network is the important role of distribution centers in direct flow and collection, inspection and sorting centers in

reverse flow. This importance doubles when, in the design stage of the logistics network in an integrated manner, it is possible to establish

distribution, inspection and sorting centers in a common place. In the model designed in this treatise, it is possible to create centers in one

place, or to build them in non-adjacent places, or some in one place and some in non-adjacent places. Also, in the designed network, in

order to match the model with the real state, in addition to the above, several types of capacity have been considered for each facility, if such
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an issue has not been considered in previous researches.

Reverse logistics is the movement of returned items against the normal direction of goods in the logistics system [25]. In this research,

in addition to covering the types of returned items, different ways of recycling, cleaning waste materials, distribution and packaging are

also covered. When waste materials cannot be used in the production of other products, they must be disposed of in some way. Also, all

production products must be transported and stored efficiently and effectively through the logistics process. Customers are assured that the

manufacturer’s flexibility to their demand is increased and returned items are accepted more easily. Suppliers are an important member of

reverse logistics and closed loop supply chain networks [20]. In classical network models, suppliers are evaluated based on cost and other

factors such as on-time delivery are ignored [21]. Suppliers do not allocate discounts to quantity or variety of products, but to the total

volume of business. Deep changes and transformations in the world of business and new requirements of production and trade in the current

era have provided the basis for the emergence of new attitudes and paradigms that should be taken into consideration by those involved in

the field of production and trade. In this regard, a new approach and attitude has been created regarding the issue of logistics under the title

of reverse logistics [23, 24]. Based on this, new models for the classification of returned products were presented in 2001 by Dethloff [11]

new recovery methods were presented in 2016 by Dondo et al [12]. Dondo and his colleagues designed four types of networks, which are:

the direct recovery network of usable products, the renewal or remanufacturing network, the service and repair network, and the recycling

network. Jayaraman and colleagues presented a mixed integer linear programming model for reverse logistics network design, which aims

to minimize cost [16]. In the field of reverse logistics, there have been other researches, which we mention some of them. Min and et al.

in 2006 presented a random mixed integer programming model with the objective of profit maximization for the recycling network [28].

They have developed their model for several modes and considering different scenarios. Also, in 2011, Shi and et al. have presented an

advanced multi-product mixed integer programming model by integrating distribution centers with collection centers and recovery centers

for closed-loop logistics network design [29]. The goals of their model are cost minimization and customer service time minimization. They

proposed a hybrid sparse search method to solve their model. In recent years, researches have been conducted on the design of integrated

distribution network (in direct and reverse logistics modes simultaneously). In 2007, Ko and Evans presented a mixed integer nonlinear

programming model for integrated logistics network design [19].

3 Modeling of Problem
We have considered types of variables for our model.

• x ∈ Rn: It represents the vector of decision variables and is subject to the realization of uncertain parameters known as design

variables.

• y ∈ Rm: It represents control decision variables and is susceptible to setting uncertain parameters.

The optimal values of these variables depend on the realization of the uncertain parameters and the optimal values of the design variables.

The optimization model has the following structure:

min Z =CT x+DT y,

s.t. Ax = b,

Bx+Cy = e,

x,y ≥ 0,

which

C =


c1
...

cn

 , x =


x1
...

xn

 , D =


d1
...

dm

 , y =


y1
...

ym

 , A =


a11 · · · a1n

...
. . .

...

am1 · · · amn

 , b =


b1
...

bm

 ,

B =


b11 · · · b1n

...
. . .

...

bm1 · · · bmn

 , C =


c11 · · · c1m

...
. . .

...

cm1 · · · cmm

 , e =


e1
...

em

 .
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The first adverb expresses the structural limitations and its coefficients are constant without any noise and fluctuations. The second adverb

expresses the control limits and its coefficients are noisy and fluctuating. The last condition guarantees that the variables are acceptable.

CT x and DT y are functions that are defined according to the structure of the problem and

ET = (
n

∑
j=1

a1 jx j −b1, . . . ,
n

∑
j=1

am jx j −bm,
n

∑
j=1

b1 jx j +
m

∑
j=1

c1 jy j − e1, . . . ,
n

∑
j=1

bm jx j +
m

∑
j=1

cm jy j − em),

is the error vector. which measures the permissible unreasonableness in the control clauses under a scenario. If the scenario is close to

optimal, then the optimal solution of the mathematical model is considered robust. If the solution is almost feasible, then we say that the

model is in robust state. It is very unlikely that the solution will be both feasible and optimal for all scenarios. The increase in urban

population, change in lifestyle, change in diet, as well as increase in the level of well-being and living standards in urban communities

have caused a large amount of solid waste in big cities. Currently, managing the process of solid waste in metropolises is one of the most

important problems in developing countries. Most of the studies in the literature focus on reverse logistics, for one type of product, in line

with the recovery or re-creation process, and not much attention has been paid to the reuse distribution network through charities. In this

study, a framework for reusing all kinds of household appliances is proposed to reduce urban solid waste and help low-income families.

To optimize the reverse logistics network, a mixed integer linear programming model with uncertainty in the number of products used by

consumers is presented. Logistics network designers consider different recycling options such as recycling and repair and centers called

charity. In order to show the performance of the presented model, a numerical example is solved by the software to obtain the network

structure with optimal cost. The results confirm the applicability of the model by providing a large number of second-hand products that can

be transported and reused at an affordable cost. Studies conducted on waste by environmental experts showed that the global standard of

per capita waste production per person is 350 grams per day, 70% of which can be recovered. Therefore, the need to create an infrastructure

for recovery (recycling or reuse) of used goods is very important. In this research, a reverse logistics network including consumers, local

collection centers, regional warehouses, recycling centers, repair centers, and charity centers has been designed for a variety of second-hand

appliances under conditions of uncertainty. The flow of products among different facilities are decision variables. In the designed network,

second-hand appliances are transferred by consumers or collection service to local collection centers and all of them are sent to the main

collection centers. In these centers, products are divided into four main groups, including those in need of repair, recyclable products,

products that should be sent to charity centers for reuse, and waste materials (which should be sent to a landfill or waste disposal center).

The products in the regional collection centers should be sent to the repair center if they need to be repaired. The number of repair shops

and their types are different, including repair shops for electronic devices or repair shops for wooden products. After repair, the products are

sent to charity centers. A group of good quality products suitable for reuse are donated directly to charities. Products that can be recycled

are taken to recycling centers. While non-recyclable, non-repairable or non-donable products are sent to disposal centers. All products are

divided into three groups by size. Small products such as electrical appliances and small tables, medium products such as stoves, tables

and chairs, and large products such as furniture and large refrigerators. In this research, we want to examine a structure that includes

seven partite with the names of consumers, local collection centers, collection centers, repair centers, charity centers, recycling centers, and

disposal centers. We determine the name of the sections and the number of members of each section as follows.

1. m: Consumer, M: Number of consumers

2. k: Local collection center, K: Number of local collection centers

3. j: Collection center, J: Number of collection centers

4. q: Repair center, Q: Number of repair centers

5. e: Charity center, E: Number of charity centers

6. b: Recycling center, B: Number of recycling centers

7. r: Disposal center, R: Number of disposal centers

Now we make a seven-partite graph with the following properties. First, we specify the seven partite of the graph as follows: Partite One:

Consumers, Partite two: Local collection centers, Partite three: Collection centers, Partite four: Repair centers, Partite five: Disposal centers,

Partite six: Recycling centers, Partite Seven: Charity centers.

1. Members of Partite One (m): Consumers:

m1 m2 · · · mM



Analytical and Numerical Solutions for Nonlinear Equations | 2024, Volume 9, Issue 2 226 of 252

d(m1) = K, l = 1,2, . . . ,Min −deg(m1) = 0, l = 1,2, . . . ,M

out −deg(m1) = K, l = 1,2, . . . ,M

2. Members of Partite Two (k): Local collection centers

k1 k2 · · · kK

d(kl) = M+ J, l = 1,2, . . . ,Kin −deg(kl) = M, l = 1,2, . . . ,K

out −deg(k1) = J, l = 1,2, . . . ,K

3. Members of Partite Three ( j): Collection centers

j1 j2 · · · jJ

d( jl) = K +Q+E +B+R, l = 1,2, . . . ,Jin −deg( jl) = M, l = 1,2, . . . ,J

out −deg( j1) = J, l = 1,2, . . . ,J

4. Members of Partite Four (q): Repair centers

q1 q2 · · · qQ

d(ql) = J+R+B+E, l = 1,2, . . . ,Qin −deg(ql) = J, l = 1,2, . . . ,Q

out −deg(q1) = R+B+E, l = 1,2, . . . ,Q

5. Members of Partite Five (e): Charity centers

e1 e2 · · · eE

d(el) = J+Q+B, l = 1,2, . . . ,Ein −deg(el) = J+Q+B, l = 1,2, . . . ,E

out −deg(e1) = 0, l = 1,2, . . . ,E

6. Members of Partite Six (b): Recycling centers

b1 b2 · · · bB

d(bl) = J+Q+E +R, l = 1,2, . . . ,Bin −deg(bl) = J+Q, l = 1,2, . . . ,E

out −deg(b1) = E +R, l = 1,2, . . . ,E
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r1 r2 · · · rR

7. Members of Partite Seven (r): Disposal centers

d(rl) = J+Q+B, l = 1,2, . . . ,Rin −deg(rl) = J+Q+B, l = 1,2, . . . ,R

out −deg(r1) = 0, l = 1,2, . . . ,R

Here, we define the adjacency of nodes as follows.

1. The nodes of the graph are as follows. The nodes of Section one: consumers, nodes of section two: local collection centers, nodes

of section three: collection centers, nodes of section four: repair centers, nodes of section five: charity centers, nodes of section six:

recycling centers and nodes of section seven: disposal centers.

2. There is a directed edge from every node of partite one to all nodes of partite two.

3. There is a directed edge from every node of partite two to all nodes of partite three.

4. There is a directed edge from every node of partite three to all nodes of partite four.

5. There is a directed edge from every node of partite three to all nodes of partite five.

6. There is a directed edge from every node of partite three to all nodes of partite six.

7. There is a directed edge from every node of partite three to all nodes of partite seven.

8. There is a directed edge from every node of partite four to all nodes of partite five.

9. There is a directed edge from every node of partite four to all nodes of partite six.

10. There is a directed edge from every node of partite four to all nodes of partite seven.

11. There is a directed edge from every node of partite six to all nodes of partite five.

12. There is a directed edge from every node of partite six to all nodes of partite seven.

In this way, a graph with ν = M+K+J+Q+E +B+R nodes and ε = MK+KJ+JQ+JE +JB+JR+QR+QE +QB+BE +BR edges

is created.

Now the question arises whether such a graph can exist? To answer this question, we present the following lemma.

Lemma 1. Graph with ν =M+K+J+Q+E+B+R number of nodes and ε =MK+KJ+JQ+JE+JB+JR+QR+QE+QB+BE+BR

number of edges can exist.

Proof. According to the degree of the nodes, we must have:

2ε =
ν

∑
i=1

d(wi)

= (MK)+(K(M+ J))+(J(K +Q+E +B+R))+(Q(J+R+B+E))+(E(J+Q+B))+(B(J+E +Q+R))+(R(J+Q+B))

= (MK)+(KM+KJ)+(JK + JQ+ JE + JB+ JR)+(QJ+QR+QB+QE)+(EJ+EQ+EB)+(BJ+BE +BQ+BR)+(RJ+RQ+RB)

= 2(MK +KJ+ JQ+ JE + JB+ JR+QR+QB+QE +EB+BR) = 2ε
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Obviously, this graph is connected. Therefore, if we define flow for this connected graph, then is produced a network flow.

In this section, we discuss the modeling of the designed network. For this purpose, we define the following symbols.

K = Number of local collection centers, J = Number of collection centers, E = Number of charity centers, M = Number of consumers, R =

Number of disposal centers, B = Number of recycling centers, Q = Number of repair centers, T = Number of commodities, N = Number

of vehicles.

According to the above description, the network has ν nodes and ε edges as follows.

ν = M+K+J+Q+E +B+R, ε = MK+KJ+JQ+JE +JB+JR+QR+QE +QB+BE +BR, t: kind of commodity, n: type of vehicle.

Now, after determining the indices, we also define symbols for the parameters.

st : The amount of commodity of t used by consumers.

tmax: The maximum amount of time that can be allocated to complete all network activities.

tmax
γ The maximum time required to build the center γ .

ck
i : The cost of building ith local collection center of k.

c j
i : The cost of building ith collection center of j.

cq
i : The cost of building ith repair center of q.

ce
i : The cost of building ith charity collection center of e.

cb
i : The cost of building ith recycling center of b.

cr
i : The cost of building ith disposal center of r.

ztk: The capacity of local collection center of k for commodity of t.

z j
ti: The capacity ith of collection center of j for commodity of t.

zq
ti: The capacity ith of repair center of q for commodity of t.

ze
ti: The capacity ith of charity center of e for commodity of t.

zb
ti: The capacity ith of recycling center of b for commodity of t.

zr
ti: The capacity ith of disposal center of r for commodity of t.

ctk: The cost of collecting of a unit commodity of t at the local collection center of k.

ct j: The cost of collecting of a unit commodity of t at the collection center of j.

ctq: The cost of repair a unit of commodity of t in the repair center q.

ctr: The cost of disposal a unit of commodity of t in the disposal center r.

ctb: The cost of recycling a unit of commodity of t in the recycling center b.

eτ (τ = m,k, j,q,e,b,r): The total of commodities entering node τ minus the total of commodities leaving node τ . ctm jn: The cost of

transporting a unit commodity t from the consumer m to the collection center j by vehicle n.

ctk jn: The cost of transporting a unit commodity t from the consumer m to the collection center j by vehicle n from the local collection

center of type k to the collection center of type j by vehicle of n.

ctkbn: The cost of transporting a unit of commodity of t from a local collection center of k to a recycling location of b by a vehicle of n.

ctkqn: The cost of transporting of a unit of commodity of t from the local collection center of k to the repair center of q by vehicle of n.

ctken: The cost of transporting a unit of commodity t from the local collection center of k to the charity center of e by vehicle of n.

ctkrn: The cost of transporting a unit commodity t from the local collection center of k from the disposal center of by vehicle of n.

ctqen: The cost of transporting of a unit commodity t from repair center of q to charity center of e by vehicle of n.

wtmkn: The cost of collection (in the local collection center of k) of a unit of commodity of t sent from the center of m to the center of k by

vehicle of n.

wtk jn: The cost of collection (in the collection center of j) of a unit of commodity of t sent from the center of k to the center of j by vehicle

of n.

wt jqn: The cost of repair (in the repair center of q) of a unit of commodity of t sent from the center of j to the center of q by vehicle of n.

wt jen: The cost of assignment (in the charity center of e) of a unit of commodity of t sent from the center of j to the center of e by vehicle

of n.

wt jbn: The cost of recycling (in the recycling center of b) of a unit of commodity of t sent from the center of j to the center of b by vehicle

of n.

wt jrn: The cost of disposal (in the disposal center of r) of a unit of commodity of t sent from the center of j to the center of r by vehicle of
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n.

wtqen: The cost of assignment (in the charity center of e) of a unit of commodity of t sent from the center of q to the center of e by vehicle

of n.

wtqbn: The cost of recycling (in the recycling center of b) of a unit of commodity of t sent from the center of q to the center of b by vehicle

of n.

wtqrn: The cost of disposal (in the disposal center of r) of a unit of commodity of t sent from the center of q to the center of r by vehicle of

n.

wtbrn: The cost of disposal (in the disposal center of r) of a unit of commodity of t sent from the center of b to the center of r by vehicle of

n.

wtben: The cost of assignment (in the charity center of e) of a unit of commodity of t sent from the center of b to the center of e by vehicle

of n.

d1: The percentage of commodities transferred from collection centers to repair centers.

d2: The percentage of commodities transferred from collection centers to charity centers.

d3: The percentage of commodities transferred from collection centers to recycling centers.

d4: The percentage of commodities transferred from collection centers to disposal centers.

zn: Vehicle capacity n, vt : Commodity volume of t.

Now,after determining the parameters,we determine the decision variables.

xtk jn: Amount of transportation of commodity of t from local collection center of k to collection center of j by vehicle of n.

xt jqn: Amount of transportation of commodity of t from collection center of j to repair center of q by vehicle of n.

xt jen: Amount of transportation of commodity of t from collection center of j to charity center of e by vehicle of n.

xt jbn: Amount of transport of commodity of t from collection center of j to recycling center of b by vehicle of n.

xt jrn: Amount of transportation of commodity of t from collection center of j to disposal center of r by vehicle of n.

xtqbn: Amount of transportation of commodity of t from repair center of q to recycling center of b by vehicle of n.

xtqen: Amount of transportation of commodity of t from repair center of q to charity center of e by vehicle of n.

xtqrn: Amount of transportation of commodity of t from repair center of q to disposal center of r by vehicle of n.

xtbrn: Amount of transportation of commodity of t from recycling center of b to disposal center of r by vehicle of n.

xtben: Amount of transportation of commodity of t from recycling center of b to charity center of e by vehicle of n.

We show ith of the center of j with u j
i .

y j
i : The defining variable of the construction of the center u j

i .

y j
i =

1, If center µ j
i is built,

0, Otherwise.

t j
i : Time needed to build the center j

i .

tt jen: The time required to transfer (one transfer) of commodity of t from the collection center of j to the charity center of e by vehicle of n.

πt jen: The number of transfers that vehicle of n needs to carry commodity of t from center of j to center of e.

ttqen: The time required to transfer (one transfer) of commodity of t from the repair center of q to the charity center of e by vehicle of n.

πtqen: The number of transfers that vehicle of n needs to carry commodity of t from center of q to center of e.

ttk jn: The time required to transfer (one transfer) of commodity of t from local collection center of k to collection center of j by vehicle of

n.

πtk jn: The number of transfers that vehicle of n needs to carry commodity of t from center of k to center of j.

tt jqn: The time required to transfer (one transfer) of commodity of t from collection center of j to repair center of q by vehicle of n.

πt jqn: The number of transfers that vehicle of n needs to carry commodity of t from center of j to center of q.

tt jrn: The time required to transfer (one transfer) of commodity of t from collection center of j to disposal center of r by vehicle of n.

πt jrn: The number of transfers that vehicle of n needs to carry commodity of t from center of j to center of r.

tt jbn: The time required to transfer (one transfer) of commodity of t from collection center of j to recycling center of b by vehicle of n.

πt jbn: The number of transfers that vehicle of n needs to carry commodity of t from center of j to center of b.

ttben: The time required to transfer (one transfer) of commodity of t from recycling center of b to charity center of e by vehicle of n.
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πtben: The number of transfers that vehicle of n needs to carry commodity of t from center of b to center of e.

ttbrn: The time required to transfer (one transfer) of commodity of t from recycling center of b to disposal center of r by vehicle of n.

πtbrn: The number of transfers that vehicle of n needs to carry commodity of t from center of b to center of r.

ttqrn: The time required to transfer (one transfer) of commodity of n from repair center of q to disposal center of r by vehicle of n.

πtqrn: The number of transfers that vehicle of n needs to carry commodity of t from center of q to center of r.

ttqbn: The time required to transfer (one transfer) of commodity of t from repair center of q to recycling center of b by vehicle of n.

πtqbn: The number of transfers that vehicle of n needs to carry commodity of t from center of q to center of b.

t ′tmkn: The time required to collect (at the local collection center of k) a unit of commodity of t transferred from the center of m to the center

of k by the vehicle of n.

t ′tk jn: The time required to collect (at the collection center of j) a unit of commodity of t transferred from the center of k to the center of j

by the vehicle of n.

t ′t jqn: The time required to repair (at the repair center of q) a unit of commodity of t transferred from the center of j to the center of q by the

vehicle of n.

t ′t jen: The time required to assignment (at the charity center of e) a unit of commodity of t transferred from the center of j to the center of e

by the vehicle of n.

t ′t jbn: The time required to recycling (at the recycling center of b) a unit of commodity of t transferred from the center of j to the center of b

by the vehicle of n.

t ′t jrn: The time required to disposing (at the disposing center of r) a unit of commodity of t transferred from the center of j to the center of r

by the vehicle of n.

t ′tqbn: The time required to recycling (at the recycling center of b) a unit of commodity of t transferred from the center of q to the center of

b by the vehicle of n.

t ′tqen: The time required to assignment (at the charity center of e) a unit of commodity of t transferred from the center of q to the center of e

by the vehicle of n.

t ′tqrn: The time required to disposing (at the disposing center of r) a unit of commodity of t transferred from the center of q to the center of

r by the vehicle of n.

t ′tben: The time required to assignment (at the charity center of e) a unit of commodity of t transferred from the center of b to the center of e

by the vehicle of n.

t ′tbrn: The time required to disposing (at the disposing center of r) a unit of commodity of t transferred from the center of b to the center of

r by the vehicle of n.

Now, after determining the indices, parameters and decision variables, we present the mathematical model.

Now we calculate the costs of transporting the commodities.

F1 = ∑T
t=1 ∑K

k=1 ∑J
j=1 ∑N

n=1 ctk jnxtk jn, F2 = ∑T
t=1 ∑J

j=1 ∑Q
q=1 ∑N

n=1 ct jqnxt jqn,

F3 = ∑T
t=1 ∑J

j=1 ∑E
e=1 ∑N

n=1 ct jenxt jen, F4 = ∑T
t=1 ∑J

j=1 ∑B
b=1 ∑N

n=1 ct jbnxt jbn,

F5 = ∑T
t=1 ∑J

j=1 ∑R
r=1 ∑N

n=1 ct jrnxt jrn, F6 = ∑T
t=1 ∑Q

q=1 ∑B
b=1 ∑N

n=1 ctqbnxtqbn,

F7 = ∑T
t=1 ∑Q

q=1 ∑E
e=1 ∑N

n=1 ctqenxtqen, F8 = ∑T
t=1 ∑Q

q=1 ∑R
r=1 ∑N

n=1 ctqrnxtqrn,

F9 = ∑T
t=1 ∑B

b=1 ∑R
r=1 ∑N

n=1 ctbrnxtbrn, F10 = ∑T
t=1 ∑B

b=1 ∑E
e=1 ∑N

n=1 ctbenxtben,

C1 = ∑10
i=1 Fi

Now we calculate the costs of building the centers.

G1 = ∑K
i=1 ck

i yk
i , G2 = ∑J

i=1 c j
i y j

i , G3 = ∑Q
i=1 cq

i yq
i , G4 = ∑E

i=1 ce
i ye

i ,

G5 = ∑B
i=1 cb

i yb
i , G6 = ∑R

i=1 cr
i yr

i , C2 = ∑6
σ=1 Gσ

Now we calculate the costs of collecting commodities in collection centers, the costs of repairing commodities in repair centers, the costs of

assignment commodities to individuals in charity centers, the costs of recycling commodities in recycling centers and the costs of disposing
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of commodities in disposal centers.

W1 = ∑T
t=1 ∑M

m=1 ∑K
k=1 ∑N

n=1 wtmknxtmkn, W2 = ∑T
t=1 ∑K

k=1 ∑J
j=1 ∑N

n=1 wtk jnxtk jn,

W3 = ∑T
t=1 ∑J

j=1 ∑Q
q=1 ∑N

n=1 wt jqnxt jqn, W4 = ∑N
t=1 ∑J

j=1 ∑E
e=1 ∑N

n=1 wt jenxt jen,

W5 = ∑N
t=1 ∑N

j=1 ∑B
b=1 ∑N

n=1 wt jbnxt jbn, W6 = ∑T
t=1 ∑J

j=1 ∑R
r=1 ∑N

n=1 wt jrnxt jrn,

W7 = ∑T
t=1 ∑Q

q=1 ∑E
e=1 ∑N

n=1 wtqenxtqen, W8 = ∑T
t=1 ∑Q

q=1 ∑B
b=1 ∑N

n=1 wtqbnxtqbn,

W9 = ∑T
t=1 ∑Q

q=1 ∑R
r=1 ∑N

n=1 wtqrnxtqrn, W10 = ∑T
t=1 ∑B

b=1 ∑R
r=1 ∑N

n=1 wtbrnxtbrn,

W11 = ∑T
t=1 ∑B

b=1 ∑E
e=1 ∑N

n=1 wtbenxtben, C3 = ∑11
θ=1 Wθ

Now we define the functions that calculate the required time to transfer the commodities and also the required number of transfers of each

vehicle in the network.
T1 = ∑T

t=1 ∑K
k=1 ∑J

j=1 ∑N
n=1 ttk jnπtk jn, T2 = ∑T

t=1 ∑J
j=1 ∑Q

q=1 ∑N
n=1 tt jqnπt jqn,

T3 = ∑T
t=1 ∑J

j=1 ∑E
e=1 ∑N

n=1 tt jenπt jen, T4 = ∑T
t=1 ∑J

j=1 ∑B
b=1 ∑N

n=1 tt jbnπt jbn,

T5 = ∑T
t=1 ∑J

j=1 ∑R
r=1 ∑N

n=1 tt jrnπt jrn, T6 = ∑T
t=1 ∑Q

q=1 ∑B
b=1 ∑N

n=1 ttqbnπtqbn,

T7 = ∑T
t=1 ∑Q

q=1 ∑E
e=1 ∑N

n=1 ttqenπtqen, T8 = ∑T
t=1 ∑Q

q=1 ∑R
r=1 ∑N

n=1 ttqrnπtqrn,

T9 = ∑T
t=1 ∑B

b=1 ∑R
r=1 ∑N

n=1 ttbrnπtbrn, T10 = ∑T
t=1 ∑B

b=1 ∑E
e=1 ∑N

n=1 ttbenπtben,

Ť1 = ∑10
β=1 Tβ

Now we calculate the time required to build the centers.

Ť2 = ∑
γ∈Ω

|γ|

∑
i=1

tγ
i , |γ| : Numberofcentersγ

Now we calculate the times of collecting commodities in collection centers, the times of repairing commodities in repair centers, the times of

assignment commodities to individuals in charity centers, the times of recycling commodities in recycling centers and the times of disposing

of commodities in disposal centers

T
′

1 = ∑T
t=1 ∑K

k=1 ∑J
j=1 ∑N

n=1 t
′

tk jnxtk jn, T
′

2 = ∑T
t=1 ∑J

j=1 ∑Q
q=1 ∑N

n=1 t
′
t jqnxt jqn,

T
′

3 = ∑T
t=1 ∑J

j=1 ∑E
e=1 ∑N

n=1 t
′
t jenxt jen, T

′

4 = ∑T
t=1 ∑J

j=1 ∑B
b=1 ∑N

n=1 t
′

t jbnxt jbn,

T
′

5 = ∑T
t=1 ∑J

j=1 ∑R
r=1 ∑N

n=1 t
′
t jrnxt jrn, T

′

6 = ∑T
t=1 ∑Q

q=1 ∑B
b=1 ∑N

n=1 t
′

tqbnxtqbn,

T
′

7 = ∑T
t=1 ∑Q

q=1 ∑E
e=1 ∑N

n=1 t
′
tqenxtqen, T

′

8 = ∑T
t=1 ∑Q

q=1 ∑R
r=1 ∑N

n=1 t
′
tqrnxtqrn,

T
′

9 = ∑T
t=1 ∑B

b=1 ∑R
r=1 ∑N

n=1 t
′

tbrnxtbrn, T
′

10 = ∑T
t=1 ∑B

b=1 ∑E
e=1 ∑N

n=1 t
′

tbenxtben,

Ť3 = ∑10
δ=1 T

′

δ

The above functions calculate the total costs of local and main collection centers, charity centers, repair centers, recycling centers, disposal

centers, as well as the costs of sending commodities between different centers of the network.

Now we specify the restrictions of the problem.

M

∑
m=1

xtmkn =
K

∑
k=1

xtk jn, t = 1,2, . . . ,T, j = 1,2, . . . ,J, n = 1,2, . . . ,N (1)

Restrictions (1) states that the total number commodity of t sent from consumers to collection center of k by vehicle of n must be equal to

the total number of commodity of t sent from local collection centers to collection center of j by vehicle of n.

M

∑
m=1

K

∑
k=1

N

∑
n=1

xtmkn = st , t = 1,2, . . . ,T (2)

Restrictions (2) states that the total number commodity of t sent from consumers to local collection centers by vehicles must be equal to the

number of consumer commodity of t.

d1

J

∑
j=1

xtk jn ≤
J

∑
j=1

xt jqn, n = 1,2, . . . ,N, t = 1,2, . . . ,T, k = 1,2, . . . ,K, q = 1,2, . . . ,Q (3)
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Restrictions (3) state that the total of commodity of t sent from the local collection center of k to the collection centers by the vehicle of n

must be less than or equal to the total of the commodity of t sent from the collection centers to the repair center of q by The vehicle of n.

d2

J

∑
j=1

xtk jn ≤
J

∑
j=1

xt jen, n = 1,2, . . . ,N, t = 1,2, . . . ,T, k = 1,2, . . . ,K, e = 1,2, . . . ,E (4)

Restrictions (4) state that the total of commodity of t sent from the local collection center of k to the collection centers by the vehicle of n

must be less than or equal to the total of the commodity of t sent from the collection centers to the charity center of e by the vehicle of n.

d3

J

∑
j=1

xtk jn ≤
J

∑
j=1

xt jbn, n = 1,2, . . . ,N, t = 1,2, . . . ,T, k = 1,2, . . . ,K, b = 1,2, . . . ,B (5)

Restrictions (5) state that the total of commodity of t sent from local collection center of k to collection centers by vehicle of n must be less

than or equal to the total of commodity of t sent from collection centers to recycling center of b by vehicle of n.

d4

J

∑
j=1

xtk jn ≤
J

∑
j=1

xt jrn, n = 1,2, . . . ,N, t = 1,2, . . . ,T, k = 1,2, . . . ,K, r = 1,2, . . . ,R (6)

Restrictions (6) state that the total of commodity of t sent from the local collection center of k to the collection centers by the vehicle of n

must be less than or equal to the total of the commodity of t sent from the collection centers to the disposal centers of r by vehicle of n.

J

∑
j=1

xt jqn ≤
Q

∑
q=1

xtqen, t = 1,2, . . . ,T, n = 1,2, . . . ,N, q = 1,2, . . . ,Q, e = 1,2, . . . ,E (7)

Restrictions (7) state that the total amount of commodity of t sent from collection centers to repair center of q by vehicle of n must be less

than or equal to the total amount of g commodity of t sent from repair centers to charity centers of e by means of transportation of n.

J

∑
j=1

xt jbn ≤
B

∑
b=1

xtben, t = 1,2, . . . ,T, n = 1,2, . . . ,N, b = 1,2, . . . ,B, e = 1,2, . . . ,E (8)

Restrictions (8) state that the total amount of commodity of t sent from collection centers to recycling center of b by vehicle of n must be

less than or equal to the total amount of commodity of t sent from recycling centers to charity center of e by means of transportation of n.

T

∑
t=1

K

∑
k=1

N

∑
n=1

xtkin ≤ y j
i

T

∑
t=1

z j
ti, j = 1,2, . . . ,J (9)

Restrictions (9) state that the total amount of commodities sent from the local collection center of k to the collection centers by vehicles

must be smaller than or equal to the capacity of the local collection center of k.

T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jin ≤
E

∑
i=1

ye
i

T

∑
t=1

ze
ti, i = 1,2, . . . ,E (10)

Restrictions (10) state that the total amount of commodities sent from collection centers to charity center of e by vehicles must be smaller

than or equal to the capacity of charity center of e.

T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jin ≤
Q

∑
i=1

yq
i

T

∑
t=1

zq
ti, i = 1,2, . . . ,Q (11)

Restrictions (11) state that the total amount of commodities sent from collection centers to repair center of q by vehicles must be smaller

than or equal to the capacity of repair center of q.

T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jin ≤ yb
i

T

∑
t=1

zb
ti, i = 1,2, . . . ,B (12)

Restrictions (12) state that the total amount of commodities sent from collection centers to recycling center of b by vehicles must be smaller

than or equal to the capacity of recycling center of b.

T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jin ≤ yr
i

T

∑
t=1

zr
ti, i = 1,2, . . . ,R (13)
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Restrictions (13) state that the total amount of commodities sent from collection centers to disposal center of r by vehicles must be smaller

than or equal to the capacity of disposal center of r.

T

∑
t=1

M

∑
m=1

N

∑
n=1

xtmin ≤ yk
i

T

∑
t=1

zk
ti, i = 1,2, . . . ,K (14)

Restrictions (14) state that the total amount of commodities sent from consumers to local collection center of k by vehicles must be smaller

than or equal to the capacity of local collection center of k.

T

∑
t=1

M

∑
m=1

N

∑
n=1

νtxtmkn ≤ zn, n = 1,2, . . . ,N (15)

Restrictions (15) state that the total amount of commodities sent from consumers to collection centers by vehicle of n must be less than or

equal to the capacity of vehicle of n.
T

∑
t=1

K

∑
k=1

J

∑
j=1

νtxtk jn ≤ zn, n = 1,2, . . . ,N (16)

Restrictions (16) state that the total amount of commodities sent from local collection centers to collection centers by vehicle of n must be

smaller than or equal to the capacity of vehicle of n.

T

∑
t=1

J

∑
j=1

B

∑
b=1

νtxt jbn ≤ zn, n = 1,2, . . . ,N (17)

Restrictions (17) state that the total amount of commodities sent from local collection centers to recycling centers by vehicle of n must be

less than or equal to the capacity of vehicle of n.

T

∑
t=1

J

∑
j=1

Q

∑
q=1

νtxt jqn ≤ zn, n = 1,2, . . . ,N (18)

Restrictions (18) state that the total amount of commodities sent from local collection centers to repair centers by vehicle of n must be less

than or equal to the capacity of vehicle of n.

T

∑
t=1

J

∑
j=1

E

∑
e=1

νtxt jen ≤ zn, n = 1,2, . . . ,N (19)

Restrictions (19) state that the total amount of commodities sent from local collection centers to charity centers by vehicle of n must be less

than or equal to the capacity of vehicle of n.

T

∑
t=1

J

∑
j=1

R

∑
r=1

νtxt jrn ≤ zn, n = 1,2, . . . ,N (20)

Restrictions (20) state that the total amount of commodities sent from local collection centers to disposal centers by vehicle of n must be

less than or equal to the capacity of vehicle of n.

T

∑
t=1

Q

∑
q=1

Q

∑
e=1

νtxtqen ≤ zn, n = 1,2, . . . ,N (21)

Restrictions (21) state that the total amount of commodities sent from repair centers to charity centers by vehicle of n must be less than or

equal to the capacity of vehicle of n.
T

∑
t=1

Q

∑
q=1

B

∑
b=1

νtxtqbn ≤ zn, n = 1,2, . . . ,N (22)

Restrictions (22) state that the total amount of commodities sent from repair centers to recycling centers by vehicle of n must be less than or

equal to the capacity of vehicle of n.
T

∑
t=1

Q

∑
q=1

R

∑
r=1

νtxtqrn ≤ zn, n = 1,2, . . . ,N (23)
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Restrictions (23) state that the total amount of commodities sent from repair centers to disposal centers by vehicle of n must be less than or

equal to the capacity of vehicle of n.
T

∑
t=1

B

∑
b=1

R

∑
r=1

νtxtbrn ≤ zn, n = 1,2, . . . ,N (24)

Restrictions (24) state that the total amount of commodities sent from recycling centers to disposal centers by vehicle of n must be less than

or equal to the capacity of vehicle of n.

T

∑
t=1

M

∑
m=1

K

∑
k=1

N

∑
n=1

ttmknπtmkn +
T

∑
t=1

J

∑
j=1

R

∑
r=1

N

∑
n=1

tt jrnπt jrn+

T

∑
t=1

K

∑
k=1

J

∑
j=1

N

∑
n=1

ttk jnπtk jn +
T

∑
t=1

J

∑
j=1

Q

∑
q=1

N

∑
n=1

tt jqnπt jqn+

T

∑
t=1

J

∑
j=1

E

∑
e=1

N

∑
n=1

tt jenπt jen +
T

∑
t=1

J

∑
j=1

B

∑
b=1

N

∑
n=1

tt jbnπt jbn+

T

∑
t=1

Q

∑
q=1

B

∑
b=1

N

∑
n=1

ttqbnπtqbn +
T

∑
t=1

Q

∑
q=1

E

∑
e=1

N

∑
n=1

ttqenπtqen+

T

∑
t=1

B

∑
b=1

R

∑
r=1

N

∑
n=1

ttbrnπtbrn +
T

∑
t=1

B

∑
b=1

E

∑
e=1

N

∑
n=1

ttbenπtben+

T

∑
t=1

K

∑
k=1

J

∑
j=1

N

∑
n=1

t
′

tk jnxtk jn +
T

∑
t=1

J

∑
j=1

Q

∑
q=1

N

∑
n=1

t
′
t jqnxt jqn+

T

∑
t=1

J

∑
j=1

E

∑
e=1

N

∑
n=1

t
′
t jenxt jen +

T

∑
t=1

J

∑
j=1

B

∑
b=1

N

∑
n=1

t
′

t jbnπt jbn+

T

∑
t=1

J

∑
j=1

R

∑
r=1

N

∑
n=1

t
′
t jrnxt jrn +

T

∑
t=1

Q

∑
q=1

B

∑
b=1

N

∑
n=1

t
′

tqbnxtqbn+

T

∑
t=1

Q

∑
q=1

E

∑
e=1

N

∑
n=1

t
′
tqenxtqen +

T

∑
t=1

Q

∑
q=1

R

∑
r=1

N

∑
n=1

t
′
tqrnxtqrn+

T

∑
t=1

B

∑
b=1

R

∑
r=1

N

∑
n=1

t
′

tbrnxtbrn +
T

∑
t=1

B

∑
b=1

E

∑
e=1

N

∑
n=1

t
′

tbenxtben+

T

∑
t=1

Q

∑
q=1

R

∑
r=1

N

∑
n=1

ttqrnπtqrn + ∑
γ∈Ω

|γ|

∑
i=1

tγ
i ≤ tmax (25)

Restriction (25) guarantees that the time required to perform all network activities must be less than or equal to the maximum time allocated

to perform all network activities.

Now we present the capacity balance constraints of the nodes.

Node k:
T

∑
t=1

M

∑
m=1

N

∑
n=1

xtmkn −
T

∑
t=1

J

∑
j=1

N

∑
n=1

xtk jn = ek, k = 1,2, . . . ,K (26)

Node j:

T

∑
t=1

K

∑
k=1

N

∑
n=1

xtk jn − (
T

∑
t=1

Q

∑
q=1

N

∑
n=1

xt jqn +
T

∑
t=1

E

∑
e=1

N

∑
n=1

xt jen +
T

∑
t=1

B

∑
b=1

N

∑
n=1

xt jbn +
T

∑
t=1

R

∑
r=1

N

∑
n=1

xt jrn) = e j, j = 1,2, . . . ,J (27)

Node q:
T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jqn +(
T

∑
t=1

B

∑
b=1

N

∑
n=1

xtqbn +
T

∑
t=1

E

∑
e=1

N

∑
n=1

xtqen +
T

∑
t=1

R

∑
r=1

N

∑
n=1

xtqrn) = eq, q = 1,2, . . . ,Q (28)

Node e:
T

∑
t=1

Q

∑
q=1

N

∑
n=1

xtqen +
T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jen +
T

∑
t=1

B

∑
b=1

N

∑
n=1

xtben = ee, e = 1,2, . . . ,E (29)
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Node b:

(
T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jbn +
T

∑
t=1

Q

∑
q=1

N

∑
n=1

xtqbn)− (
T

∑
t=1

E

∑
e=1

N

∑
n=1

xtben +
T

∑
t=1

R

∑
r=1

N

∑
n=1

xtbrn) = eb, b = 1,2, . . . ,B (30)

Node r:
T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jrn +
T

∑
t=1

Q

∑
q=1

N

∑
n=1

xtqrn +
T

∑
t=1

B

∑
b=1

N

∑
n=1

xtbrn = er, r = 1,2, . . . ,R (31)

Node m:
T

∑
t=1

K

∑
k=1

N

∑
n=1

xtmkn =−em, m = 1,2, . . . ,M (32)

Now we present the mathematical model of the problem as follows.

min(C1,C2,C3, Ť1, Ť2, Ť3)

s.t.

M

∑
m=1

xtmkn =
K

∑
k=1

xtk jn, t = 1,2, . . . ,T, j = 1,2, . . . ,J, n = 1,2, . . . ,N (33)

M

∑
m=1

K

∑
k=1

N

∑
n=1

xtmkn = st , t = 1,2, . . . ,T (34)

d1

J

∑
j=1

xtk jn ≤
J

∑
j=1

xt jqn, n = 1,2, . . . ,N t = 1,2, . . . ,T, k = 1,2, . . . ,K, q = 1,2, . . . ,Q (35)

d2

J

∑
j=1

xtk jn ≤
J

∑
j=1

xt jen, n = 1,2, . . . ,N t = 1,2, . . . ,T, k = 1,2, . . . ,K, e = 1,2, . . . ,E (36)

d3

J

∑
j=1

xtk jn ≤
J

∑
j=1

xt jbn, n = 1,2, . . . ,N t = 1,2, . . . ,T, k = 1,2, . . . ,K, b = 1,2, . . . ,B (37)

d4

J

∑
j=1

xtk jn ≤
J

∑
j=1

xt jrn, n = 1,2, . . . ,N t = 1,2, . . . ,T, k = 1,2, . . . ,K, r = 1,2, . . . ,R (38)

J

∑
j=1

xt jqn ≤
Q

∑
q=1

xtqen, t = 1,2, . . . ,T, n = 1,2, . . . ,N, q = 1,2, . . . ,Q, e = 1,2, . . . ,E (39)

J

∑
j=1

xt jbn ≤
B

∑
b=1

xtben, t = 1,2, . . . ,T, n = 1,2, . . . ,N, b = 1,2, . . . ,B, e = 1,2, . . . ,E (40)

T

∑
t=1

K

∑
k=1

N

∑
n=1

xtkin ≤ y j
i

T

∑
t=1

z j
ti, i = 1,2, . . . ,J (41)

T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jin ≤
E

∑
i=1

ye
i

T

∑
t=1

ze
ti, i = 1,2, . . . ,E (42)

T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jin ≤
Q

∑
i=1

yq
i

T

∑
t=1

zq
ti, i = 1,2, . . . ,Q (43)

T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jin ≤ yb
i

T

∑
t=1

zb
ti, i = 1,2, . . . ,B (44)

T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jin ≤ yr
i

T

∑
t=1

zr
ti, i = 1,2, . . . ,R (45)

T

∑
t=1

M

∑
m=1

N

∑
n=1

xtmin ≤ yk
i

T

∑
t=1

zk
ti, i = 1,2, . . . ,K (46)

T

∑
t=1

M

∑
m=1

K

∑
k=1

νtxtmkn ≤ zn, n = 1,2, . . . ,N (47)
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T

∑
t=1

K

∑
k=1

J

∑
j=1

νtxtk jn ≤ zn, n = 1,2, . . . ,N (48)

T

∑
t=1

J

∑
j=1

B

∑
b=1

νtxt jbn ≤ zn, n = 1,2, . . . ,N (49)

T

∑
t=1

J

∑
j=1

Q

∑
q=1

νtxt jqn ≤ zn, n = 1,2, . . . ,N (50)

T

∑
t=1

J

∑
j=1

E

∑
e=1

νtxt jen ≤ zn, n = 1,2, . . . ,N (51)

T

∑
t=1

J

∑
j=1

R

∑
r=1

νtxt jrn ≤ zn, n = 1,2, . . . ,N (52)

T

∑
t=1

Q

∑
q=1

E

∑
e=1

νtxtqen ≤ zn, n = 1,2, . . . ,N (53)

T

∑
t=1

Q

∑
q=1

B

∑
b=1

νtxtqbn ≤ zn, n = 1,2, . . . ,N (54)

T

∑
t=1

Q

∑
q=1

R

∑
r=1

νtxtqrn ≤ zn, n = 1,2, . . . ,N (55)

T

∑
t=1

B

∑
b=1

R

∑
r=1

νtxtbrn ≤ zn, n = 1,2, . . . ,N (56)

T

∑
t=1

M

∑
m=1

K

∑
k=1

N

∑
n=1

ttmknπtmkn +
T

∑
t=1

J

∑
j=1

R

∑
r=1

N

∑
n=1

tt jrnπt jrn+

T

∑
t=1

K

∑
k=1

J

∑
j=1

N

∑
n=1

ttk jnπtk jn +
T

∑
t=1

J

∑
j=1

Q

∑
q=1

N

∑
n=1

tt jqnπt jqn+

T

∑
t=1

J

∑
j=1

E

∑
e=1

N

∑
n=1

tt jenπt jen +
T

∑
t=1

J

∑
j=1

B

∑
b=1

N

∑
n=1

tt jbnπt jbn+

T

∑
t=1

Q

∑
q=1

B

∑
b=1

N

∑
n=1

ttqbnπtqbn +
T

∑
t=1

Q

∑
q=1

E

∑
e=1

N

∑
n=1

ttqenπtqen+

T

∑
t=1

B

∑
b=1

R

∑
r=1

N

∑
n=1

ttbrnπtbrn +
T

∑
t=1

B

∑
b=1

E

∑
e=1

N

∑
n=1

ttbenπtben+

T

∑
t=1

K

∑
k=1

J

∑
j=1

N

∑
n=1

t
′

tkinxtkin +
T

∑
t=1

J

∑
j=1

Q

∑
q=1

N

∑
n=1

t
′
t jqnxt jqn+

T

∑
t=1

J

∑
j=1

E

∑
e=1

N

∑
n=1

t
′
t jenxt jen +

T

∑
t=1

J

∑
j=1

B

∑
b=1

N

∑
n=1

t
′

t jbnxt jbn+

T

∑
t=1

J

∑
j=1

R

∑
r=1

N

∑
n=1

t
′
t jrnxt jrn +

T

∑
t=1

Q

∑
q=1

B

∑
b=1

N

∑
n=1

t
′

tqbnxtqbn+

T

∑
t=1

Q

∑
q=1

E

∑
e=1

N

∑
n=1

t
′
tqenxtqen +

T

∑
t=1

Q

∑
q=1

R

∑
r=1

N

∑
n=1

t
′
tqrnxtqrn+

T

∑
t=1

B

∑
b=1

R

∑
r=1

N

∑
n=1

t
′

tbrnxtbrn +
T

∑
t=1

B

∑
b=1

E

∑
e=1

N

∑
n=1

t
′

tbenxtben+

T

∑
t=1

Q

∑
q=1

R

∑
r=1

N

∑
n=1

ttbrnπtqrn + ∑
γ∈Ω

|γ|

∑
i=1

tγ
i ≤ tmax (57)
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T

∑
t=1

M

∑
m=1

N

∑
n=1

xtmkn −
T

∑
t=1

J

∑
j=1

N

∑
n=1

xtk jn = ek, k = 1,2, . . . ,K (58)

T

∑
t=1

N

∑
k=1

N

∑
n=1

xtk jn − (
T

∑
t=1

N

∑
q=1

N

∑
n=1

xt jqn +
T

∑
t=1

E

∑
e=1

N

∑
n=1

xt jen +
T

∑
t=1

B

∑
b=1

N

∑
n=1

xt jbn +
T

∑
t=1

R

∑
r=1

N

∑
n=1

xt jrn) = e j, j = 1,2, . . . ,J (59)

T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jqn − (
T

∑
t=1

B

∑
b=1

N

∑
n=1

xtqbn +
T

∑
t=1

E

∑
e=1

N

∑
n=1

xtqen +
T

∑
t=1

R

∑
r=1

N

∑
n=1

xtqrn) = eq, q = 1,2, . . . ,Q (60)

T

∑
t=1

Q

∑
q=1

N

∑
n=1

xtqen +
T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jen +
T

∑
t=1

B

∑
b=1

N

∑
n=1

xtben = ee, e = 1,2, . . . ,E (61)

(
T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jbn +
T

∑
t=1

Q

∑
q=1

N

∑
n=1

xtqbn)− (
T

∑
t=1

E

∑
e=1

N

∑
n=1

xtben +
T

∑
t=1

R

∑
r=1

N

∑
n=1

xtbrn) = eb, b = 1,2, . . . ,B (62)

T

∑
t=1

J

∑
j=1

N

∑
n=1

xt jrn +
T

∑
t=1

Q

∑
q=1

N

∑
n=1

xtqrn +
T

∑
t=1

B

∑
b=1

N

∑
n=1

xtbrn = er, r = 1,2, . . . ,R (63)

T

∑
t=1

K

∑
k=1

N

∑
n=1

xtmkn =−em, = 1,2, . . . ,M (64)

0 ≤ xtk jn ≤ utk jn, 0 ≤ xt jαn ≤ ut jαn, α = q,e,b,r, (65)

0 ≤ xtqθn ≤ utqθn, θ = b,e,r, 0 ≤ xtbγn ≤ utbγn, γ = r,e (66)

0 ≤ tγ
i ≤ tmax

γ , γ ∈ Ω, i = 1,2, . . . , |γ|, 0 ≤ ttαβn ≤ tmax
γ , (67)

0 ≤ t
′

abcd ≤ tmax
γ , πabcd ≥ 0, ∀,a,b,c,d (68)

yγ
i ∈ {0,1}, γ ∈ Ω, i = 1,2, . . . , |γ| (69)

The obtained model is a multi-objective programming problem. We will solve this problem in the next chapters.

4 Solving the Problem of Recycling in the Reverse Logistics Network
In the previous section, we modeled the problem of recycling commodities in a kind of reverse logistics network. The obtained model is a

nonlinear multi-objective programming model with a number of uncertain parameters. For this reason, we will first present the general form

of multi-objective programming problems and then examine a number of methods to solve them.

4.1 Multi-Objective Optimization

A multi-objective optimization problem can be expressed as follows:

min (H1(X),H2(X), . . . ,Hk(X))

s.t. G j(X)≤ 0, j = 1,2, . . . ,m

that X =


x1
...

xn


k represents the number of objective functions to be minimized. Objective functions and constraint functions may be linear or non-linear.

On the other hand, the problem has a relatively large number of variables and adverbs. For these reasons, it is very difficult and

impossible to solve it with accurate analytical methods. Therefore, we use meta-heuristic methods to solve it. For this reason, we first

present the definitions, principles, and general structure of meta-heuristic methods. The multi-objective optimization problem is also known

as a vector optimization problem. Now we will describe a methods for solving the multi-objective optimization problem [5].
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4.1.1 Desirability Function Method

In this method, depending on the importance of Hi (i = 1,2, . . . ,k) compared to other functions, we define a desirability function Di(Hi)(i =

1,2, . . . ,k) for each of the objective functions. For example, desirability functions can be defined as follows.

D =
k

∑
i=1

Di(Hi)

Then we obtain the answer vector X∗ by maximizing (minimizing) D(−D) under the conditions of adverbs G j(X)≤ 0, j = 1,2, . . . ,m.

A conventional rule for desirability functions is to assign a weight (Wi) to each objective function.

D =−
k

∑
i=1

WiHi(X)

When the importance of the objective functions is the same for us, we can set all the weights equal to 1.

Our designed problem in the previous chapter can be solved by all the above methods. In this research, we solve it using the desirability

function method and leave the problem solving to other methods as future work. If for simplicity, we consider the coefficient of desirability

of the objective functions to be equal to one, then the problem model will be as follows:

min Z =
3

∑
j=1

C j +
3

∑
j=1

Ťj

s.t.

Restrictions (33) to (64)

0 ≤ xtk jn ≤ utk jn, 0 ≤ xt jαn ≤ ut jαn, α = q,e,b,r,

0 ≤ xtqθn ≤ utqθn, θ = b,e,r, 0 ≤ xtbγn ≤ utbγn, γ = r,e

0 ≤ tγ ≤ tmax
γ , γ ∈ Ω

Before solving this problem, we first calculate its size.

F1 = The number of variables of xtαβn(InC1) = TKKN+TJQN+TJEN+TJBN+TJRN+TQBN+TQEN+TQRN+TBEN+TBRN

F2 = The number of variables of yγ (InC2) =K+J+Q+E+B+R

F3 = The number of variables of xtαβn(InC3) = TMKN+TKKN+TJQN+TJEN+TJBN+TJRN+TQBN+TQEN+TQRN+TBEN+TBRN

F4 = The number of variables of (InŤ1) = 2 (TMKN+TKKN+TJQN+TJEN+TJBN+TJRN+TQBN+TQEN+TQRN+TBEN+TBRN)

F5 = The number of variables of (InŤ2) = K+J+Q+E+B+R

F6 = The number of variables of (InŤ3) = 2 (TMKN+TKKN+TJQN+TJEN+TJBN+TJRN+TQBN+TQEN+TQRN+TBEN+TBRN)

F = The total number of variables ∑6
i=1 Fi.

R= Number of c Restrictions =∑32
j=1 Number of c Restrictions ( j)= TJN+T+TKQN+TKEN+TKBN+TKRN+TQEN+TBEN+J+E+Q+B+R

+K+10N+1+K+J+Q+E+B+R+M.

If the number of nodes and edges are few in a reverse recycling network, then the model is small and therefore the use of algorithmic and

software methods is not very economical. But in the case that the number of centers is large, the number of edges is naturally also increased,

and therefore according to the above calculations (calculations of the number of nodes and edges), the model is large and complex, and it is

very difficult to solve it by analytical methods. For this reason, we solve the designed model by one of the meta-heuristic methods.

5 Metaheuristic Algorithms
Meta-heuristic (meta-evolutionary) algorithms are a type of imprecise (not necessarily precise) algorithms that are used to find answers

(solution) to problems. Optimization methods and algorithms (from a point of view) are divided into two categories: exact and approximate

algorithms. Exact algorithms are able to find the optimal solution accurately, but they are not effective in hard optimization problems and

their solving time increases exponentially in these problems. Approximate algorithms are able to find good solutions (close to the optimal

solution) in a short (suitable) time for hard optimization problems. Approximate algorithms are divided into three categories: heuristic,
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meta-heuristic and super-heuristic. The two main problems of heuristic algorithms are their focus on local optimal points and their lack of

use in different problems. Meta-heuristic algorithms are presented to reduce (eliminate) the shortcomings of heuristic algorithms. Actually,

meta-heuristic algorithms are one of the good approximate algorithms for hard optimization problems. which have exit solutions from local

optimal points and can be used in a wide range of difficult (hard) problems. Various types of this type of algorithm have been developed in

recent decades. One of the most famous and widely used of them is the genetic algorithm (GA) [1, 6, 9, 10, 30].

5.1 Designed Genetic Algorithm

Before presenting the genetic algorithm that we have designed for our problem, it is necessary to make a preliminary statement. First, we

form the chromosomal strings corresponding to the decision variables.

1. For xtαβn

Ŕ = The number of xtαβn

xtαβn : x1
tαβn x2

tαβn · · · xŔ
tαβn

Ň1 = The number of arrays of string related to xtαβn

At the beginning we put: Ň1 = Ŕ

Řŕ
1(ŕ = 1,2, . . . ,τ1) : The symbol of string related to xtαβn

Řŕ
1 : Řŕ

11 Řŕ
12 · · · Řŕ

1Ň1

Which Řŕ
1i corresonds to xi

tαβn, i = 1,2, . . . , Ŕ

τ1 : The number of Řŕ
1

We consider the set of all strings Řŕ
1 as follows:

Ŭ1 = {Řŕ
1 | ŕ = 1,2, . . . ,τ1}

Actually, the members of string Řŕ
1 are the numerical values of decision variable xtαβn, which are randomly selected at the beginning

of the work. That is, at the beginning of the work, we have τ1 strings with Ň1 = Ŕ members whose members are randomly selected.

2. For yγ

Ṙ = The number yγ .

Ň = The number of arrays of string related to yγ

yγ : y1
γ y2

γ · · · yṘ
γ

At the beginning we put: Ň2 = Ṙ

Řr
2(r = 1,2, . . . ,τ2) : The symbol of string related to yγ

Řr
2 : Řr

21 Řr
22 · · · ˇR ˇ 2Nr

2

Which Řr
2i corresonds to yi

γ , i = 1,2, . . . , Ṙ

τ2 : The number of Řr
2

We consider the set of all strings Řr
2 as follows:

Ŭ2 = {Řr
1 |r = 1,2, . . . ,τ2}

Actually, the members of string Řr
2 are the numerical values of decision variable yγ , which are randomly selected at the beginning of

the work. That is, at the beginning of the work, we have τ2 strings with Ň2 = Ṙ members whose members are randomly selected.
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ttαβn : t1
tαβn t2

tαβn · · · t Ś
tαβn

3. For ttαβn

Ŕ = The number of ttαβn

Ň3 = The number of arrays of string related to ttαβn

At the beginning we put: Ň3 = Ś

Řŕ
3(ŕ = 1,2, . . . ,τ3) : The symbol of string related to ttαβn

Řŕ
3 : Řŕ

31 Řŕ
32 · · · Řŕ

3Ň3

Which Řŕ
3i corresonds to t i

tαβn, i = 1,2, . . . , Ś

τ3 : The number of Řŕ
3

We consider the set of all strings Řŕ
3 as follows:

Ŭ3 = {Řŕ
3 | ŕ = 1,2, . . . ,τ3}

Actually, the members of string Řŕ
3 are the numerical values of decision variable ttαβn, which are randomly selected at the beginning

of the work. That is, at the beginning of the work, we have τ3 strings with Ň3 = Ś members whose members are randomly selected.

4. For πtαβn

Ŝ = The number of πtαβn

πtαβn : π1
tαβn π2

tαβn · · · π Ŝ
tαβn

Ň4 = The number of arrays of string related to πtαβn

At the beginning we put: Ň4 = Ŝ

Řŕ
4(ŕ = 1,2, . . . ,τ4) : The symbol of string related to πtαβn

Řŕ
4 : Řŕ

41 Řŕ
42 · · · Řŕ

4Ň4

Which Řŕ
4i corresonds to π i

tαβn, i = 1,2, . . . , Ŝ

τ4 : The number of Řŕ
4

We consider the set of all strings Řŕ
4 as follows:

Ŭ4 = {Řŕ
4 | ŕ = 1,2, . . . ,τ4}

Actually, the members of string Řŕ
4 are the numerical values of decision variable πtαβn, which are randomly selected at the beginning

of the work. That is, at the beginning of the work, we have τ4 strings with Ň4 = Ś members whose members are randomly selected.

5. For tγ
Š = The number of tγ

tγ : t1
γ t2

γ · · · t Š
γ

At the beginning we put: Ň5 = Š Ň5 = The number of arrays of string related to tγ
Řŕ

5(ŕ = 1,2, . . . ,τ5) : The symbol of string related to tγ

Řŕ
5 : Řŕ

51 Řŕ
52 · · · Řŕ

5Ň5
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Which Řŕ
5i corresonds to t i

γ , i = 1,2, . . . , Š

τ5 : The number of Řŕ
5

We consider the set of all strings Řŕ
5 as follows:

Ŭ5 = {Řŕ
5 | ŕ = 1,2, . . . ,τ5}

Actually, the members of string Řŕ
5 are the numerical values of decision variable tγ , which are randomly selected at the beginning of

the work. That is, at the beginning of the work, we have τ5 strings with Ň5 = Š members whose members are randomly selected.

6. For t
′

tαβn
S, = The number of t

′

tαβn

t
′

tαβn : t
′1
tαβn t

′2
tαβn · · · t

′S,
tαβn

At the beginning we put: Ň6 = S,
Ň6 = The number of arrays of string related to t

′

tαβn
Řŕ

6(ŕ = 1,2, . . . ,τ6) : The symbol of string related to t
′

tαβn

Řŕ
6 : Řŕ

61 Řŕ
62 · · · Řŕ

6Ň6

Which Řŕ
6i corresonds to t

′i
tαβn, i = 1,2, . . . ,S,

τ6 : The number of Řŕ
6

We consider the set of all strings Řŕ
6 as follows:

Ŭ6 = {Řŕ
6 | ŕ = 1,2, . . . ,τ6}

Actually, the members of string Řŕ
6 are the numerical values of decision variable t

′

tαβn, which are randomly selected at the beginning

of the work. That is, at the beginning of the work, we have τ6 strings with Ň6 = S, members whose members are randomly selected.

The main string of the problem, which corresponds to all the decision variables, is the combination of these six strings.

Ŭ :Main string Ŭ1 Ŭ2 Ŭ3 Ŭ4 Ŭ5 Ŭ6

It is clear that the length of the main string is equal to Ň = ∑6
i=1 τi.

Now we construct the main and complete string Ŭ which corresponds to the decision variables of our designed problem, as follows.

Ŭ =
6∪

i=1
Ŭi == {Un |n = 1,2, . . . , Ň}

Now we arrange the members of Ŭ and display it as a vector.

W = (W1,W2, . . . ,WŇ)

By designing a random number generator, we generate I number of samples of the vector W . Suppose the generated samples are V1,V2, . . . ,VI .

Now we put the generated samples in the vector V .

V = {Vi | i = 1,2, . . . , I}

Since our problem is restricted, then for any given vector, the algorithm must first check the feasibility and then fit from the optimal point

of view. Therefore, after obtaining the feasible vectors, the process of generation and mutation is performed.

Now we define the formula of generation of new chromosome. Suppose x and y are two chromosomes that randomly selected, the new

chromosome is generated by the following formulas:

z1 =
x+ y

2
, z2 =

√
xy
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This new chromosome is added to the string of previous chromosomes. That is, in fact, the algorithm always increases the length of the

chromosomal string until the length of the string reaches the predetermined limit. When the length of the chromosomal strand reaches a

predetermined limit, the mutation process takes place. The mutation process is done using the evaluator function. The mutation function is

defined according to the objective function. The evaluator function assigns a number to each chromosome. The algorithm sorts the assigned

numbers and selects the best chromosomes from among them equal to the initial length of the string and forms a new string. It is quite

obvious that the new string is not worse than the previous string. Therefore, the algorithm moves towards better solution. To terminate the

iterations of the algorithm, either we define a stop condition or determine the number of iterations at the beginning. Now we define the

evaluator function for each string Ŭ as follows:

Ψ = Ψ(V ) = Ψ(Ŭ) = Ψ(Ŭ1,Ŭ2,Ŭ3,Ŭ4,Ŭ5,Ŭ6)

= Ψ(Řŕ
1, Ř

ŕ
2, Ř

ŕ
3, Ř

ŕ
4, Ř

ŕ
5, Ř

ŕ
6) = Ψ(xtαβn,yγ , ttαβn,πtαβn, tγ , t

′

tαβn)

6

∑
i=1

Ci =
6

∑
i=1

Fi +
6

∑
σ=1

Gσ +
11

∑
θ=1

Wθ +
10

∑
β=1

Tβ + ∑
γ∈Ω

tγ +
10

∑
δ=1

T
′

δ

=
T

∑
t=1

K

∑
k=1

J

∑
j=1

N

∑
n=1

ctk jnxtk jn +
T

∑
t=1

J

∑
j=1

Q

∑
q=1

N

∑
n=1

ct jqnxt jqn+

T

∑
t=1

J

∑
j=1

E

∑
e=1

N

∑
n=1

ct jenxt jen +
T

∑
t=1

J

∑
j=1

B

∑
b=1

N

∑
n=1

ct jbnxt jbn+

T

∑
t=1

J

∑
j=1

R

∑
r=1

N

∑
n=1

ct jrnxt jrn +
T

∑
t=1

Q

∑
q=1

B

∑
b=1

N

∑
n=1

ctqbnxtqbn+

T

∑
t=1

Q

∑
q=1

E

∑
e=1

N

∑
n=1

ctqenxtqen +
T

∑
t=1

Q

∑
q=1

R

∑
r=1

N

∑
n=1

ctqrnxtqrn+

T

∑
t=1

B

∑
b=1

R

∑
r=1

N

∑
n=1

ctbrnxtbrn +
T

∑
t=1

B

∑
b=1

E

∑
e=1

N

∑
n=1

ctbenxtben+

T

∑
t=1

M

∑
m=1

K

∑
k=1

N

∑
n=1

wtmknxtmkn +
T

∑
t=1

K

∑
k=1

J

∑
j=1

N

∑
n=1

wtk jnxtk jn+

T

∑
t=1

J

∑
j=1

Q

∑
q=1

N

∑
n=1

wt jqnxt jqn +
N

∑
t=1

J

∑
j=1

E

∑
e=1

N

∑
n=1

wt jenxt jen+

N

∑
t=1

N

∑
j=1

B

∑
b=1

N

∑
n=1

wt jbnxt jbn +
T

∑
t=1

J

∑
j=1

R

∑
r=1

N

∑
n=1

wt jrnxt jrn+

T

∑
t=1

Q

∑
q=1

E

∑
e=1

N

∑
n=1

wtqenxtqen +
T

∑
t=1

Q

∑
q=1

B

∑
b=1

N

∑
n=1

wtqbnxtqbn+

T

∑
t=1

Q

∑
q=1

R

∑
r=1

N

∑
n=1

wtqrnxtqrn +
T

∑
t=1

B

∑
b=1

R

∑
r=1

N

∑
n=1

wtbrnxtbrn+

T

∑
t=1

B

∑
b=1

E

∑
e=1

N

∑
n=1

wtbenxtben +
K

∑
i=1

ck
i yk

i +
J

∑
j=1

c j
i y j

i +

E

∑
i=1

ce
i ye

i +
Q

∑
i=1

cq
i yq

i +
B

∑
i=1

xb
i yb

i +
R

∑
i=1

cr
i yr

i + ∑
γ∈Ω

tγ

T

∑
t=1

K

∑
k=1

J

∑
j=1

N

∑
n=1

ttk jnπtk jn +
T

∑
t=1

J

∑
j=1

Q

∑
q=1

N

∑
n=1

tt jqnπt jqn+

T

∑
t=1

J

∑
j=1

E

∑
e=1

N

∑
n=1

tt jenπt jen +
T

∑
t=1

J

∑
j=1

B

∑
b=1

N

∑
n=1

tt jbnπt jbn+

T

∑
t=1

J

∑
j=1

R

∑
r=1

N

∑
n=1

tt jrnπt jrn +
T

∑
t=1

Q

∑
q=1

B

∑
b=1

N

∑
n=1

ttqbnπtqbn+
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T

∑
t=1

Q

∑
q=1

E

∑
e=1

N

∑
n=1

ttqenπtqen +
T

∑
t=1

Q

∑
q=1

R

∑
r=1

N

∑
n=1

ttqrnπtqrn+

T

∑
t=1

B

∑
b=1

R

∑
r=1

N

∑
n=1

ttbrnπtbrn +
T

∑
t=1

B

∑
b=1

E

∑
e=1

N

∑
n=1

ttbenπtben+

T

∑
t=1

J

∑
j=1

E

∑
e=1

N

∑
n=1

tt jenπt jen +
T

∑
t=1

J

∑
j=1

B

∑
b=1

N

∑
n=1

tt jbnπt jbn+

T

∑
t=1

J

∑
j=1

R

∑
r=1

N

∑
n=1

tt jrnπt jrn +
T

∑
t=1

Q

∑
q=1

B

∑
b=1

N

∑
n=1

ttqbnπtqbn+

T

∑
t=1

Q

∑
q=1

E

∑
e=1

N

∑
n=1

ttqenπtqen +
T

∑
t=1

Q

∑
q=1

R

∑
r=1

N

∑
n=1

ttqrnπtqrn+

T

∑
t=1

B

∑
b=1

R

∑
r=1

N

∑
n=1

ttbrnπtbrn +
T

∑
t=1

B

∑
b=1

E

∑
e=1

N

∑
n=1

ttbenπtben+

T

∑
t=1

K

∑
k=1

J

∑
j=1

N

∑
n=1

t
′

tk jnxtk jn +
T

∑
t=1

J

∑
j=1

Q

∑
q=1

N

∑
n=1

t
′
t jqnxt jqn+

T

∑
t=1

J

∑
j=1

E

∑
e=1

N

∑
n=1

t
′
t jenxt jen +

T

∑
t=1

J

∑
j=1

B

∑
b=1

N

∑
n=1

t
′

t jbnxt jbn+

T

∑
t=1

J

∑
j=1

R

∑
r=1

N

∑
n=1

t
′
t jrnxt jrn +

T

∑
t=1

Q

∑
q=1

B

∑
b=1

N

∑
n=1

t
′

tqbnxtqbn+

T

∑
t=1

Q

∑
q=1

E

∑
e=1

N

∑
n=1

t
′
tqenxtqen +

T

∑
t=1

Q

∑
q=1

R

∑
r=1

N

∑
n=1

t
′
tqrnxtqrn+

T

∑
t=1

B

∑
b=1

R

∑
r=1

N

∑
n=1

t
′

tbrnxtbrn +
T

∑
t=1

B

∑
b=1

E

∑
e=1

N

∑
n=1

t
′

tbenxtben+

Now we have to do two things. First, generate a number of feasible solutions and then use them to generate new solutions to reach a suitable

approximate solution.

According to the above, we can now describe the steps of the algorithm.

Algorithm 1: Genetic Algorithm to find feasible solutions
Step 1. Begin

Step 2. Read Ň

Step 3. Read the initial value of V

Step 4. Put ∆ = 0

Step 5. Put F = ∇ϕ Step 6. Choose two random numbers in range [1, Ň]. Suppose the two numbers are α and β . In this case, generate the

two new chromosomes as follows:

zα,β
1 =

vα + vβ
2

, zα,β
2 =

√
vα vβ

Step 7. If zα,β
1 is feasible, then go to step 9, Otherwise, go to step 8.

Step 8. If zα,β
2 is feasible, then go to step 10, Otherwise, go to step 6.

Step 9. Put F = F ∪{zα,β
1 },∆ = ∆+1 and go to step 11.

Step 10. Put F = F ∪{zα,β
2 },∆ = ∆+1 and go to step 11.

Step 11. If ∆ = Ň then go to step 12, Otherwise, go to step 6.

Step 12. End.

Algorithm 2: Genetic algorithm to find optimal feasible solutions
Step 1. Begin
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Step 2. Put the initial value of F,∇, Ň

Step 3. H = /0

Step 4. Ē = FŇ

Step 5. ∆ = 0

Step 6. Read the initial value of V

Step 7. k = 1

Step 8. Choose two random numbers in range [1, Ň]. Suppose the two numbers are α and β . In this case, generate the two new chromosomes

as follows:

zα,β
1 =

vα + vβ
2

, zα,β
2 =

√
vα vβ

Step 9. If zα,β
1 is feasible, then go to step 11, Otherwise, go to step 10.

Step 10. If zα,β
2 is feasible, then go to step 12, Otherwise, go to step 8.

Step 11. Put F = F ∪{zα,β
1 },∆ = ∆+1 and go to step 13.

Step 12. Put F = F ∪{zα,β
2 },∆ = ∆+1 and go to step 13.

Step 13. If ∆ > Ē then go to step 14, Otherwise, go to step 8.

Step 14. J = 1

Step 15. G = F

Step 16. I = 1

Step 17. Select a member of set G (for example G≈) and put Ψmin = Ψ(G≈) and go to the next step.

Step 18. Put G = G−{G≈} and go to next step.

Step 19. Select a member of set G (for example G≈) and go to the next step.

Step 20. If Ψ(G≈)< Ψmin then Ψmin = Ψ(G≈) and go to step 21, otherwise go to step 21.

Step 21. I = I +1

Step 22. If I ≤ ∆ go to step 17, otherwise put Ψ(G∗) = Ψmin and go to next step.

Step 23. Put H = H ∪{G∗}
Step 24. J = J+1

Step 25. If J > Ň go to next step, otherwise go to step 15.

Step 26. Place the members of H in vector of V and go to next step.

Step 27. k = k+1

Step 28. If k > ∇ go to next step, otherwise go to step 8.

Step 29. End.

We will implement this algorithm in the next chapter and solve an example of the designed problem and extract numerical results.

6 Implementing Algorithms and Solving Numerical Examples
In this section, using MATLAB software, we implement the algorithms of the previous chapter and solve the numerical example.

Example 1. Consider an inverse recycling network with the following data.

M = 20, K = 6, J = 5, Q = 3, E = 5, B = 3, R = 2, t = 4, n = 4.

ν = M+K + J+Q+E +B+R = 100+10+5+3+5+3+2 = 41

ε = MK +KJ+ JQ+ JE + JB+ JR+QR++QE +QB+BE +BR = 200

With the above data, the network has 41 nodes and 200 edges. So, this relatively small example shows that the complexity of the designed

problem is not good.

Now we get the rest of the data.

tmax : The maximum amount of time that can be allocated to complete all network activities = 300000

tmax
γ : The maximum time required to build the center γ = 5500 d1: The percentage of commodities transferred from collection centers
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Table 1. St : The amount of commodity of t used by consumers

t 1 2 3 4

St 150 234 436 135

Table 2. ck : The cost of building a local collection center of k

k 1 2 3 4 5 6

ck 190 285 200 100 155 169

Table 3. c j : The cost of building a collection center of j

j 1 2 3 4 5

c j 450 345 226 365 300

Table 4. cq : The cost of building a repair center of q

q 1 2 3

cq 655 568 476

Table 5. ce : The cost of building a charity collection center of e

e 1 2 3 4 5

ce 266 324 150 432 221

Table 6. cb : The cost of building a recycling center of b

b 1 2 3

cb 432 112 236

Table 7. cr : The cost of building a disposal center of r

r 1 2

cr 325 451

Table 8. ztk : The capacity of local collection center of k for commodity of t

t,k 1 2 3 4 5 6

1 2500 3100 2034 2200 4050 3900

2 4320 3478 5468 45872 3689 3458

3 3459 6578 65890 3468 3478 2500

4 2367 1458 45678 5780 6543 5643

Table 9. zt j : The capacity of collection center of j for commodity of t

t, j 1 2 3 4 5

1 1324 6733 6512 34567 3487

2 3465 4576 3467 765 347

3 2567 9822 345 4589 870

4 378 5467 67891 651 2854

to repair centers

d2: The percentage of commodities transferred from collection centers to charity centers
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Table 10. ztq : The capacity of charity center of q for commodity of t

t,q 1 2 3

1 9073 24 6347

2 456 5683 5981

3 56976 347 35278

4 453 597 376

Table 11. zte : The capacity of charity center of e for commodity of t

t,e 1 2 3 4 5

1 3651 9833 487 57623 4652

2 209 7862 762 342 3875

3 45097 4683 458776 109 9864

4 5683 3476 6932 6783 56733

Table 12. ztb : The capacity of recycling center of b for commodity of t

t,b 1 2 3

1 4587 345 4598

2 6788 45622 7864

3 8887 465 3568

4 653 1002 98234

Table 13. ztr : The capacity of disposal center of r for commodity of t

t,r 1 2

1 3687567 547

2 45698 5698

3 246 7643

4 6790 2387

Table 14. ctk : The cost of collecting of a unit commodity of t at the local collection center of k

t,k 1 2 3 4 5 6

1 2654 6578 1239 1763 5684 8654

2 4598 609 543 3456 24644 4590

3 56799 346 8744 576 247 6512

4 652 4577 349 9435 2870 1116

Table 15. ct j : The cost of collecting of a unit commodity of t at the collection center of j

t, j 1 2 3 4 5

1 2567 457 567 23098 9843

2 6789 5432 6521 8734 6523

3 7654 4587 9823 690 5687

4 6543 6587 332 2133 679

d3: The percentage of commodities transferred from collection centers to recycling centers

d4: The percentage of commodities transferred from collection centers to disposal centers
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Table 16. ztq : The cost of repair a unit of commodity of t in the repair center q

t,q 1 2 3

1 8734 126 9076

2 4576 156 6587

3 677 6543 8734

4 37644 446 7654

Table 17. ctr : The cost of disposal a unit of commodity of t in the disposal center r

t,r 1 2

1 5687 5687

2 7654 76656

3 1111 9967

4 3245 7689

Table 18. ctb : The cost of recycling a unit of commodity of t in the recycling center b

t,b 1 2 3

1 254 56788 398

2 34 687 6523

3 3467 9043 1432

4 764 21 3984

Table 19. eτ (τ = m,k, j,q,e,b,r) : The total of commodities entering node τ minus the total of commodities leaving node τ

τ m k j q e b r

eτ 27644 4875 34908 456 3965 60912 4598

Table 20. ctm jn : The cost of transporting a unit commodity t from the consumer m to the collection center j by vehicle n. t = 1 and n = 1

m, j 1 2 3 4 5

1 2376 3654 9811 345 1349

2 4876 4355 3876 4576 6532

3 2765 9843 8966 5432 7832

4 365 45687 5678 234 4578

5 6798 5432 7622 224 873

6 5687 1654 4326 3467 3476

7 9032 1324 5673 3456 7834

8 344 4356 5432 34988 7654

9 3456 6578 1655 543 567

6.1 Implementing Algorithms and Solving Numerical Examples

With the above data, we have implemented the algorithms using MATLAB software. The outputs (Results related to implementation of

MATLAB software), which are actually the optimal (almost optimal) values of the decision variables, are reported in the following tables.
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Table 21. wtmkn : The cost of collection (in the local collection center of k) of a unit of commodity of t sent from the center of m to the

center of k by vehicle of n. t = 1 and n = 1

m,k 1 2 3 4 5 6

1 3657 3683 2769 37688 6573 23567

2 5632 2365 6789 5673 3546 7893

3 987 458 102 3879 3879 2456

4 2347 44569 467 479 5478 5678

5 891 35468 5678 792 5782 3657

6 2347 45632 57903 2568 2768 3276

7 78902 4889 5899 4698 5587 57611

8 54678 3765 6879 4766 35447 12009

9 4798 3567 6754 5679 5476 6578

Table 22. Values of di(i = 1,2,3,4)

di d1 d2 d3 d4

Percentage 0.37 0.46 0.14 0.3

Table 23. zn: Vehicle capacity n

zn z1 z2 z3 z4

Vehicle capacity n 20 10 2 1

Table 24. vt : Commodity volume of t

vt v1 v2 v3 v4

Commodity volume of t 120 145 250 300

Table 25. xtk jn: Amount of transportation of commodity of t from local collection center of k to collection center of j by vehicle of n.

t = 1 and n = 1

k, j 1 2 3 4 5

1 34.21 54.78 65.90 76.54 45.78

2 54.32 34.67 65.98 76.32 78.90

3 32.00 43.90 54.90 32.11 76.80

4 65.90 54.33 53.20 21.09 65.32

5 54.89 48.79 54.78 20.06 35.46

6 65.33 55.48 32.90 65.90 47.78

7 Conclusions and Future Work
In this research, we have examined the issue of the recycling process of used commodities. We have divided the used commodities into

four categories. Usable commodities, commodities that must be repaired and used, commodities that can be used after recycling, and

commodities that cannot be used at all and must be disposed of. First category commodities should be sent directly to consumption centers

(charity centers). Second category commodities, first are sent to repair centers and after repair they are sent to charity centers. Some of

them that cannot be repaired are sent to recycling centers or disposal centers. Third category commodities are sent directly to recycling

centers and those that can be recycled are sent to charity centers after recycling and the rest are sent to disposal centers. The fourth category

commodities are sent directly to disposal centers. The objectives of this research are to minimize the cost of transporting commodities,

minimize the cost of building centers, minimize the costs of operations (collection, repair, recycling and disposal) in centers, minimize the
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Table 26. yµ
i : The defining variable of the construction ith of the center of µ . yµ

i =

1, I f itho f thecentero f µisbuilt

0, Otherwise

µ, i 1 2 3 4 5 6 7 8 9

m 1 1 0 1 1 1 1 1 1

k 1 1 1 1 0 1 −−− −−− −−−
i 0 1 1 1 1 −−− −−− −−− −−−
q 1 1 1 −−− −−− −−− −−− −−− −−−
e 1 1 1 1 1 −−− −−− −−− −−−
b 1 1 1 −−− −−− −−− −−− −−− −−−
r 1 1 −−− −−− −−− −−− −−− −−− −−−

Table 27. tγ
i : Time needed to built the ith center γ,γ ∈ Ω

γ, i 1 2 3 4 5 6 7 8 9

m 1578 135487 9870 1469 1873 11156 91022 2169 3381

k 712091 54710 1274 56901 55056 14590 −−− −−− −−−
i 33024 38136 1653 1259 4109 −−− −−− −−− −−−
q 55891 19369 17338 −−− −−− −−− −−− −−− −−−
e 12390 13458 44109 22981 52190 −−− −−− −−− −−−
b 1345 1986 1 −−− −−− −−− −−− −−− −−−
r 4571 7188 −−− −−− −−− −−− −−− −−− −−−

Table 28. tt jen: The time required to transfer (one transfer) of commodity of t from the collection center of j to the charity center of e by

vehicle of n. t = 1,n = 1

j,e 1 2 3 4 5

1 65.47 58.79 55.98 76.98 98.32

2 47.68 4.65 43.78 65.98 56.57

3 36.58 0.55 87.98 67.82 65.78

4 43.76 5.46 66.98 17.68 65.78

5 0.87 0.66 45.67 5.47 8.76

Table 29. πt jen: The number of transfers that vehicle of n needs to carry commodity of t from center of j to center of e. t = 1,n = 1

j,e 1 2 3 4 5

1 4.32 4.73 7.35 3.73 5.56

2 2.18 7.70 8.71 8.95 5.88

3 1.15 8.54 8.32 9.55 5.84

4 2.47 5.30 8.12 3.65 6.61

5 3.44 2.64 2.43 9.97 8.96

time of moving commodities, minimize the time of building centers and minimize the time of the activities in the centers. In this thesis, first,

by understanding the conditions of the problem, we have modeled it. The problem model became a nonlinear multi-objective model. Due to

the complexity of the model, we solved it by genetic algorithm method. The implementation of the method led us to the conclusion that the

problem is very hard in general and solving it in large sizes requires a lot of cost and time. Also, in the analysis of the model and method,

we found the following suggestions that can be the subject of new research in the future.

• Using other methods (other methods for solving multi-objective problems) to solve the multi-objective model of this research.
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• Using other meta-heuristic methods.

• Using artificial intelligence and neural networks.

• Using fuzzy models.
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